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Abstract. The Parallel Boost Graph Library (Parallel BGL) is a library of graph algorithms and data structures for distributed-memory computation on large graphs. Developed with the Generic Programming paradigm, the Parallel BGL is highly customizable, supporting various graph data structures, arbitrary vertex and edge properties, and different communication media. In this paper, we describe the implementation of three parallel variants of Dijkstra’s single-source shortest paths algorithm in the Parallel BGL. We also provide an experimental evaluation of these implementations using synthetic and real-world benchmark graphs from the 9th DIMACS Implementation Challenge and present performance results of solving the single-source shortest path problem for graphs with over a billion vertices on a modest size cluster.

1. Introduction

Large-scale graph problems arise in many application areas. As with other large-scale computations, large-scale graph computations can potentially benefit from the use of high-performance parallel computing systems. Parallel graph algorithms have been well-studied in the literature [29, 36] and selected algorithms have been implemented for shared memory [16, 19, 26, 37, 22], distributed memory [10, 35], and highly multithreaded architectures [6, 7]. While such implementations are important to demonstrate proof of concept for parallel graph algorithms, they tend to be of limited use in practice because such implementations are not typically reusable outside of their test environments. As a result, new uses of a given parallel graph algorithm will almost surely have to be implemented from scratch.

In mainstream software development, software libraries provide a common infrastructure that amortizes the costs of implementing widely-used algorithms and data structures. In computational sciences, software libraries can be extremely valuable to an entire research community. Libraries provide a language that improves dissemination of research results and simplifies comparison of alternatives. In addition, a single widely-used (and thus widely-studied) implementation is more likely to be reliable, correct, and efficient. While there are several high-quality
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sequential graph libraries available, such as LEDA [47], Stanford GraphBase [41], and JUNG [60] there are relatively few attempts at parallel graph libraries. Of the parallel graph libraries that have been reported in the literature [4, 14, 34], none provide the functionality or flexibility needed in a general-purpose library.

In addition to flexibility, performance is an important concern for software libraries. Libraries such as BLAS [42] in the scientific computing community exist specifically to provide high levels of performance to applications using them. However, tensions may arise between the needs for flexibility in a library and the needs for performance. Recently, the generic programming paradigm has emerged as an approach for library development that simultaneously meets the needs of flexibility and performance.

The sequential Boost Graph Library (BGL) [53], (formerly the Generic Graph Component Library [44]), is a high-performance generic graph library that is part of the Boost library collection [11]. The Boost libraries are a collection of open-source, peer-reviewed C++ libraries that have driven the evolution of library development in the C++ community [2] and ANSI/ISO C++ standard committee [5]. Following the principles of generic programming [50, 56] and written in a style similar to the C++ Standard Template Library (STL) [49, 57], the algorithms provided by the Parallel BGL are parameterized by the data types on which they operate. Arbitrary graph data types can be used with BGL algorithms; in particular, independently-developed third-party graph types can be used without the need to modify the BGL algorithms themselves. The BGL does provide its own data types, which are parameterized by the underlying storage types. This parameterization allows extensive customization of the BGL, from storing user-defined data types with the vertices and edges of a graph to completely replacing the Parallel BGL graph types with application-specific data structures, without incurring additional overhead. Table 1 lists some of the algorithms that are currently implemented in the BGL.

Following our philosophy of software libraries and reuse, we have recently developed the Parallel Boost Graph Library (Parallel BGL) [30] on top of the sequential BGL. The Parallel BGL provides data structures and algorithms for parallel computation on graphs. The Parallel BGL retains much of the interface of the (sequential) BGL upon which it is built, greatly simplifying the task of porting programs from the sequential BGL to the Parallel BGL. Because it is built on top of the sequential BGL, the Parallel BGL also retains the performance and flexibility of the underlying BGL. Table 2 lists some of the algorithms that are currently implemented within the Parallel BGL.

2. The (Parallel) Boost Graph Library

The Parallel BGL is a generic graph library written for high performance and maximum reusability, and is itself built upon the generic Boost Graph Library. The core of the BGL—sequential or parallel—is a set of generic graph algorithms, that are polymorphic with respect to the underlying graph types. BGL graph algorithms can be applied to any graph data type, even to types that are not included with the library, provided that type supplies all the functionality required by the algorithm. Additionally, BGL graph algorithms are often customizable in other ways, through visitor objects and abstract representations of vertex and edge properties (e.g., edge weights). The genericity of the BGL is such that it can (for example) operate on
King ordering [40] Dynamic connected components [21]
Gursoy-Atun layout [33] Kamada-Kawai spring layout [38]
Articulation points [3] Smallest last vertex ordering [46]
Sequential vertex coloring [55] Brandes betweenness centrality [12]
Minimum degree ordering [25]

Table 1. Algorithms currently implemented in the sequential BGL.

Dinic Max-flow [20] Fructerman-Rheingold layout [23]
PageRank [51] Δ-stepping shortest path [48]
Graph coloring [10] Dehne-Götz Minimum spanning tree [19]

Table 2. Algorithms currently implemented in the Parallel BGL.

a LEDA [47] graph just as efficiently as it can operate on its own graph types, without requiring the user to perform any data conversion.

The Parallel BGL employs a unique, modular architecture built on the sequential BGL. Figure 1 illustrates the components in the sequential and Parallel BGL and their interactions. There are three primary kinds of interfaces in the Parallel BGL: graphs, which describe the structure of a graph that may either be stored in (distributed) memory or generated on-the-fly; property maps, which associate additional information with the vertices and edges of a graph; and process groups, which facilitate communication among distributed data structures and algorithms. Two of these interfaces, graphs and property maps, are inherited from—and are therefore compatible with—the sequential Boost Graph Library. These are illustrated by the dark shaded blocks in Figure 1.

The Parallel BGL components (represented by lightly-shaded blocks in Figure 1) typically wrap their sequential BGL counterparts, building distributed-memory parallel processing functionality on top of efficient sequential code. Layering a parallel library on top of a sequential library has many benefits: one need not reimplement core data structures or algorithms; potential users may have some prior knowledge of the interfaces that can be transferred from the sequential to the parallel library; and improvements to the sequential library will immediately improve the parallel library. However, the performance of the parallel library then becomes
dependent on the sequential library, making it extremely important that the sequential library be both efficient and customizable. We have found that generic libraries such as the (sequential) BGL can be layered in this fashion without performance degradation, and they even allow reuse of algorithm implementations in the parallel context. The implementation of breadth-first search, Dijkstra’s shortest paths, and Fruchterman-Reingold force-directed layout in the Parallel BGL, for instance, are merely invocations of the generic implementations of the sequential BGL using appropriate distributed data structures [31].

Components in the (Parallel) BGL are loosely connected via concepts, which provide abstraction without unnecessary performance penalties. A concept is essentially an interface description. Generic algorithms are written using concepts, and any data type that meets the requirements of the concept can be used with the generic algorithm. Concepts differ from abstract base classes or “interfaces”
template<class IncidenceGraph, class Buffer, class BFSVisitor, class ColorMap>

void breadth_first_visit (const IncidenceGraph& g, 
  typename graph_traits<VertexListGraph>::vertex_descriptor s, 
  Buffer & Q, BFSVisitor vis, ColorMap color)
{
  put(color, s, Color::gray()); vis.discover_vertex (s, g);
  Q.push(s);
  while (!Q.empty()) {
    Vertex u = Q.top(); Q.pop(); vis.examine_vertex(u, g);
    for (tie (ei, ei_end) = out_edges(u, g); ei != ei_end; ++ei) {
      Vertex v = target(*ei, g); vis.examine_edge(*ei, g);
      ColorValue v_color = get(color, v);
      if (v_color == Color::white()) {
        put(color, v, Color::gray()); vis.discover_vertex (v, g);
        Q.push(v);
      } else {
        vis.tree_edge(*ei, g);
        put(color, u, Color::black()); // end while
      }
    } // end for
    put(color, u, Color::black()); vis.finish_vertex (u, g);
  } // end while
}

Figure 2. Generic implementation of the (sequential) breadth-
first search algorithm in the BGL. The algorithm resides in the 
left column and the associated event points are written in the right 
column.

in object-oriented languages in several ways, two of which are important in the 
context of the BGL. First, concepts are purely compile-time entities, and unlike 
virtual functions their use incurs no run-time overhead. Second, concepts permit 
retroactive modeling, which means that one can provide the appropriate concept 
interface for a data type without changing the data type; this allows external data 
structures to be used with generic libraries such as the (Parallel) BGL.

2.1. Generic Algorithms. The generic algorithms in the (Parallel) BGL are 
implemented using C++ templates, which provide compile-time polymorphism with 
no run-time overhead. Figure 2 contains the complete implementation of the se-
quential breadth-first search algorithm in the BGL. The four template parameters 
for this algorithm correspond to the graph type itself (IncidenceGraph), the queue 
that will be used to store vertices (Buffer), the visitor that will be notified for vari-
ous events during the breadth-first search (BFSVisitor), and the property map that 
will be used to keep track of which vertices have been seen (ColorMap).
The most important feature of breadth_first_visit() is that it can operate on an arbitrary graph type, as long as the type meets certain (minimal) requirements. In particular, to be used as a graph with breadth_first_visit(), the functions out_edges(), source(), and target() must exist for the given type. These requirements are part of the Incidence Graph concept, which is documented elsewhere in greater detail [53]. For types that provide the required functionality, but do not have these required functions, a simple adaptation layer can easily map from the provided functionality to the required function names. This kind of adaptation is provided in BGL and allows LEDA graphs (for example) to be used directly with BGL algorithms.

The ColorMap template parameter is also interesting because it separates the notion of the “color” of a vertex from the storage of the vertex itself. In BGL terminology, ColorMap is a property map, because it provides a particular property for each vertex of the graph. When initiating a breadth-first search, all vertices will be white. When a vertex is seen, it is colored gray. Once all of its outgoing edges have been visited, it is colored black. This information can be stored either inside the graph or in an external data structure, such as an array or hash table.

The remaining two template parameters, Buffer and BFSVisitor, allow further customization of the behavior of the breadth-first search algorithm. We will revisit these parameters when we discuss the implementation of (parallel) Dijkstra’s algorithm in the Parallel BGL in Section 3.

2.2. Graph Data Structures. In addition to generic algorithms, the (Parallel) BGL provides several configurable graph data structures. The sequential BGL provides an adjacency list representation, a more compact and efficient (but less versatile) compressed sparse row representation, and an adjacency matrix representation, any of which can be used for the vast majority of the generic algorithms in the BGL. In addition, the BGL provides an adaptation layer for various third-party graph types.

The Parallel BGL provides distributed counterparts to the adjacency list and compressed sparse row graphs of the BGL. Graphs in the Parallel BGL are distributed using a row-wise decomposition: each processor stores a disjoint set of vertices and all edges outgoing from those vertices. Figure 3 (a) shows a small graph consisting of nine vertices, distributed across three processors (indicated by the shaded rectangles). Figure 3 (b) illustrates how this graph can be represented using a distributed adjacency list in the Parallel BGL. Each processor contains several vertices. Attached to those vertices is a list of edges. For instance, vertex a on the leftmost processor has two outgoing edges, (a, b) and (a, d), so b and d are stored in its list. We note that we use the term “distributed” in a general sense. The distributed types in Parallel BGL can be used in shared-memory environments, in which case parallelism can be effected via MPI or threads.

The Parallel BGL algorithms can operate on any distributed graph type that meets the distributed graph requirements, allowing the user to choose the best data structure for her task. The distributed compressed sparse row graph uses the same distribution scheme as the distributed adjacency list shown in Figure 3 (b), but instead of maintaining separate lists for the out-edges of each vertex, the out-edge lists are packed into a single, contiguous array. The distributed compressed sparse row graph therefore requires far less memory than the distributed adjacency list and exhibits better locality, resulting in better performance. However, the distributed
compressed sparse row graph requires significantly more effort to use. For example, because insertion into the middle of the edge list is $O(|E|)$, the edges must be ordered by source vertex before they are inserted. We typically use distributed compressed sparse row for benchmarking (see Section 4.5 for a performance comparison between these two graph data structures).

### 3. Implementing Single-Source Shortest Paths

We implemented three single-source shortest paths algorithms in the Parallel BGL, all of which are roughly based on Dijkstra’s sequential algorithm. Dijkstra’s algorithm computes shortest paths by incrementally growing a tree of shortest paths for a weighted graph $G = (V,E)$ from the source vertex $s$ out to the most distant vertices. The primary data structure used in Dijkstra’s algorithm is a priority queue of vertices that have been seen but not yet processed and ordered based on their distance $d(u)$ from the source vertex $s$. Prior to execution of Dijkstra’s algorithm, $d(u) = \infty$ for all $u \neq s$, $d(s) = 0$, and the priority queue contains the vertex $s$. At each step in the computation, the algorithm removes the vertex $u$ with the smallest $d(u)$ from the priority queue, then relaxes each outgoing edge $(u,v)$. The relax step determines whether there is a better path from $s$ to $v$ via $u$, i.e., if $d(u) + w(u,v) < d(v)$ (where $w(u,v)$ is the non-negative weight of edge $(u,v)$). When a better path is found, $d(v)$ is updated with the value of $d(u) + w(u,v)$ and it is either inserted into the priority queue (if $v$ had not previously been seen) or its
position in the queue is updated. Dijkstra’s algorithm terminates when the priority queue is empty.

Dijkstra’s algorithm can be readily adapted for distributed memory. The graph itself is distributed using a row-wise decomposition, with each processor owning both a subset of the vertices as well as all edges outgoing from those vertices (as in the adjacency list of Figure 3). Likewise, the priority queue is distributed, with each processor’s priority queue storing only those vertices owned by that processor. The processors will only remove vertices from their local priority queue, so each processor only relaxes the edges outgoing from vertices that it owns. When an edge is relaxed, the owner of the source vertex sends a message containing the target vertex, its new distance, and (optionally) the name of the source vertex to the target vertex’s owner.

To ensure that only the vertex \( u \) with the smallest \( d(u) \) (globally) is selected, the computation is divided into supersteps: at the beginning of each superstep, the processors coordinate to determine the global minimum distance \( \mu = \min \{ d(u) : u \text{ is queued} \} \). The processors then select a vertex \( u \) with \( d(u) = \mu \), and the owner of vertex \( u \) removes it from the local priority queue and relaxes its outgoing edges. All processors then receive the messages produced by \( u \)’s owner as edges are relaxed, update their local priority queues with new vertices and new distances, and the superstep completes. Successive supersteps process the remaining vertices in the shortest paths tree, one vertex per superstep. The algorithm terminates when all local priority queues are empty.

There are two obvious opportunities for parallelizing the naïvely distributed Dijkstra’s algorithm. The first opportunity is to relax all of the edges outgoing from the active vertex \( u \) in parallel, effectively parallelizing the inner loop of Dijkstra’s algorithm. However, the speedup that we can attain by parallelizing this loop is limited by the number of outgoing edges from a given vertex. With a row-wise distribution of the graph data structure, only a single processor has direct access to the outgoing edges of \( u \). Therefore, parallelizing in this manner requires replication or distribution of the outgoing edges for the active vertex \( u \). Even within a shared-memory system, the effect of parallelizing only this inner loop is limited. In many real-world graphs, the average out-degree is a relatively small constant, so parallelizing the relaxation of outgoing edges is not likely to yield good scalability except in the case of extremely dense graphs. For this reason, the current implementation of Parallel BGL therefore does not include parallel relaxation of edges. We are studying the inclusion of this parallel edge relaxation in future versions of the Parallel BGL.

The second opportunity for parallelizing Dijkstra’s algorithm is to remove several vertices from the priority queue simultaneously, relaxing their edges in parallel. At the beginning of each superstep, the distributed-memory formulation of Dijkstra’s algorithm determines the global minimum distance, \( \mu \), and selects a single vertex \( u \) to relax. Instead, we could allow every vertex \( u \) with \( d(u) = \mu \) to be removed from the priority queue (and its outgoing edges relaxed) within the superstep. The scalability of the algorithm is then tied to the number of vertices that can be removed from the distributed priority queue within a single superstep and how well those vertices are distributed among the processors. Ideally, each superstep would remove a large number of vertices, evenly distributed among the processors. Unfortunately, real-world graphs rarely have a large number of vertices with the
same distance from the source vertex, so the degree of parallelism we can extract from this direct parallelization is limited.

To expose more parallelism in Dijkstra’s algorithm we need to remove more vertices from the priority queue in each superstep. This is accomplished by allowing the removal of vertices whose distances exceed \( \mu \). When removing a vertex \( u \) with \( d(u) > \mu \) and relaxing its outgoing edges, it is possible that another processor will find a better route from the source \( s \) to \( u \). When a better route is found, \( u \) will need to be re-inserted into the priority queue so that its edges will be relaxed again, but with a smaller value of \( d(u) \). Thus, there is a trade-off between exposing more parallelism (by removing more vertices in each superstep) and avoiding unnecessary work (by limiting how many re-insertions will occur). We have implemented three variations on Dijkstra’s algorithm that use different strategies to decide which vertices \( u \) with \( d(u) > \mu \) should be considered.

3.1. Implementation Strategy. Dijkstra’s algorithm can be viewed as a modified breadth-first search. A breadth-first search is typically implemented using a first-in first-out (FIFO) queue. Breadth-first search initially places the start vertex \( s \) into the queue. At each step, it extracts a vertex from the head of the queue, visits its outgoing edges, and places all new target vertices into the tail of the queue.

Dijkstra’s algorithm changes breadth-first search in two ways. First, the FIFO queue is replaced with the priority queue. Second, when visiting the outgoing edges for the active vertex, Dijkstra’s algorithm relaxes those edges and updates the ordering in the priority queue. Within the (sequential) Boost Graph Library, Dijkstra’s algorithm is implemented as a call to breadth-first search that replaces the FIFO queue with a relaxed heap and provides a visitor that relaxes edges. A simplified version of the visitor is shown in Figure 4. It uses two events to update the queue: `tree_edge()` is invoked when breadth-first search traverses an edge whose target has not yet been seen, hence the edge is part of the breadth-first spanning tree, and `gray_target()`, which is invoked when the target of an edge has been seen but not processed. The visitor functions for both events “relax” edges, although only the latter needs to update the priority queue directly. Using this visitor, Dijkstra’s algorithm is implemented as a simple call to `breadth_first_visit()`:

```cpp
dijkstra_shortest_paths
    (Graph &g, Vertex source)
{
    relaxed_heap<
        Vertex> Q; // Priority queue
    dijkstra_bfs_visitor bfs_vis(Q); // Visitor that updates the priority queue
    breadth_first_visit(graph, source, Q, bfs_vis);
}
```

The Parallel BGL contains a distributed-memory parallel breadth-first search implementation, upon which we have built two of the parallel Dijkstra variants. The eager and Crauser et al. variants use the visitor shown in Figure 4, but they provide different distributed priority queue implementations, each using a different heuristic to determine which vertices should be removed in a superstep. Implementing other distributed priority queue heuristics for Dijkstra’s algorithm is relatively simple with the Parallel BGL: one need only implement a queue that models the new heuristics and then call `breadth_first_visit()` with an instance of the new queue and the Dijkstra visitor from Figure 4, as shown above.
struct dijkstra_bfs_visitor {
    template<typename Edge, typename Graph>
    void tree_edge(Edge e, Graph& g) {
        if (distance(source(e, g)) + weight(e) < distance(target(e, g)))
            distance(target(e, g)) = distance(source(e, g)) + weight(e);
    }

    template<typename Edge, typename Graph>
    void gray_target(Edge e, Graph& g) {
        if (distance(source(e, g)) + weight(e) < distance(target(e, g)))
            Q.update(target(e, g), distance(source(e, g)) + weight(e));
    }
};

Figure 4. Breadth-first search visitor that relaxes each outgoing edge and updates the queue appropriately. This visitor is used by both the sequential and two of the parallel formulations of Dijkstra’s algorithm in the (Parallel) BGL.

3.2. Eager Dijkstra’s Algorithm. The “eager” Dijkstra’s algorithm uses a simple heuristic to determine which vertices should be removed in a given superstep. The eager algorithm uses a constant lookahead factor $\lambda$, and in each superstep the processors remove every vertex $u$ such that $d(u) \leq \mu + \lambda$, ordered by increasing values of $d(u)$. Keeping vertices sorted by increasing values of $d(u)$ allows the closest vertices to be relaxed first which minimizes the total number of edge relaxations. It also simplifies finding all vertices such that $d(u) \leq \mu + \lambda$.

When $\lambda = 0$, the eager algorithm is equivalent to the naïve parallelization of Dijkstra’s algorithm, and exposes very little parallelism. Larger values of $\lambda$ can expose more parallelism, but might result in a work-inefficient algorithm if too many vertices need to be re-inserted into the priority queue. When $\lambda = \min\{\text{weight}(e)|e \in E\}$, we can expose additional parallelism without introducing any re-insertions. The optimal value for $\lambda$ depends on the graph density, shape, and weight distribution, among other factors. We provide an experimental evaluation of the effect of $\lambda$ on performance in Section 4.3.

The eager Dijkstra distributed queue from the Parallel BGL is responsible for implementing both the eager lookahead behavior of the algorithm and for managing synchronization among the processors. In addition to push() and pop(), it implements empty() and update() operations. Whenever the push() or update() operation is invoked, a message is sent to the owning process. These messages are only processed at the end of each superstep, which occurs inside the empty() method. empty() returns false so long as the local queue contains at least one vertex $u$ such that $d(u) \leq \mu + \lambda$. When no such vertex exists, the processor synchronizes with all of the other processors, receiving “push” messages and finally recomputing the global minimum value, $\mu$. Note that empty() only returns false when all priority queues on all processors are empty, signaling termination of the algorithm. The design and implementation process used to arrive at this formulation of a distributed
queue, and its use with the sequential `breadth_first_visit()` implementation to effect a parallel algorithm, is further described in [31].

3.3. Crauser et al.’s Algorithm. The parallel Dijkstra variant due to Crauser et al. [16] uses more precise heuristics to increase the number of vertices removed in each superstep without causing any re-insertions. The algorithm uses two separate criteria, the OUT-criterion and the IN-criterion, which can be combined to determine which vertices should be removed in a given superstep. Unlike the eager algorithm, there are no parameters that need to be tuned.

The OUT-criterion computes a threshold \( L \) based on the weights of the outgoing edges in the graph. \( L \) is given the value \( \min \{ d(u) + \text{weight}(u, w) : u \text{ is queued and } (u, w) \in E \} \). Any vertex \( v \) with \( d(v) < L \) can safely be removed from the queue, because \( L \) bounds the smallest distance value \( d(v) \) that can be achieved by relaxing the outgoing edges of any queued vertex.

The IN-criterion computes a threshold based on the incoming edges. If \( d(v) - \min \{ \text{weight}(u, v) : (u, v) \in E \} \leq \mu \) (where \( \mu \) is the global minimum) for a queued vertex \( v \), then \( v \) can safely be removed from the queue, because there is no vertex in the queue with an outgoing edge to \( v \) that could be relaxed.

The OUT- and IN-criteria can be used in conjunction, so that each superstep removes all vertices that meet either criterion. On random graphs with uniform edge weights, each superstep will remove on average \( O(n^{2/3}) \) vertices with high probability [16].

In the Parallel BGL, we have implemented Crauser et al.’s algorithm by creating a new distributed priority queue that applies the OUT- and IN-criteria. This distributed priority queue is very similar to the eager Dijkstra queue. However, the Crauser et al. priority queue contains three relaxed heaps for each processor, ordered by \( d(v) \), \( d(u) + \text{weight}(u, w) : u \text{ is queued and } (u, w) \in E \) (for the OUT-criterion), and \( d(v) - \min \{ \text{weight}(u, v) : (u, v) \in E \} \) (for the IN-criterion). The three relaxed heaps are maintained simultaneously, so that both the IN- and OUT-criteria can be used together. The implementation of Crauser et al.’s algorithm is a single call to `breadth_first_visit()`, using the new distributed priority queue and the Dijkstra visitor from Figure 4.

3.4. \( \Delta \)-stepping. The \( \Delta \)-stepping [48], algorithm is a label-correcting algorithm that is parameterized by a lookahead parameter \( \Delta \), much like the \( \lambda \) lookahead factor in the Eager Dijkstra algorithm. As with the Eager Dijkstra algorithm, all vertices whose tentative distances are within \( \Delta \) of the current global minimum distance are processed in parallel.

Unlike the Eager Dijkstra algorithm, however, \( \Delta \)-stepping uses an approximate bucket data structure in lieu of a priority queue. The bucket data structure contains an array of buckets, \( B \), each of which has width \( \Delta \). Thus, the \( i \)th bucket in \( B \) will store all vertices whose tentative distance falls in the range \([i\Delta, (i+1)\Delta)\), i.e., those vertices that will be processed in parallel in a superstep. By maintaining only an approximate ordering of elements in its central data structure, \( \Delta \)-stepping performs less work ordering its bucket data structure than Eager Dijkstra does ordering its priority queue.

\( \Delta \)-stepping also reduces the amount of work performed when relaxing the outgoing edges of each vertex in the current bucket by classifying edges into light edges—those whose weights are \( \leq \Delta \), and whose relaxation could cause re-insertion
of vertices into the current bucket—and heavy edges—those whose weights are $> \Delta$,
and therefore cannot cause re-insertions of vertices into the current bucket. $\Delta$-
stepping repeatedly relaxes only the light edges outgoing from the vertices in the
current bucket, until it has determined that no processor has performed any re-
insertions into the current bucket. At this point, the heavy edges outgoing from
every vertex that was in the current bucket will be relaxed. By delaying the re-
laxation of heavy edges, $\Delta$-stepping ensures that the heavy edges are relaxed only
once, whereas the light edges may need to be relaxed several times.

3.5. Using Dijkstra’s Algorithm. The eager and Crauser et al. implementa-
tions of Dijkstra’s algorithm in the (Parallel) BGL are provided by the function
template `dijkstra_shortest_paths()`, which can operate on both distributed and non-
distributed graphs. The algorithm is polymorphic based on the graph type, and can
be invoked for any suitable graph from source vertex `source` and with the specified
edge weights:

\[
\text{dijkstra\_shortest\_paths(graph, source, weight\_map(edge\_weights))};
\]

The actual implementation of Dijkstra’s algorithm selected at compile time depends
on what kind of graph is provided in the call. For instance, `graph` could be a non-
distributed adjacency list, in which case the sequential Dijkstra’s algorithm will be
used:

```
adjacency\_list<\text{vecS, vecS, directedS}> graph; // non-distributed adjacency list
dijkstra\_shortest\_paths(graph, source, weight\_map(edge\_weights));
// sequential Dijkstra’s
```

The same sequential Dijkstra’s algorithm can instead be used with a (non-distributed)
compressed sparse row graph, providing more compact storage and potentially im-
proving algorithm performance:

```
compressed\_sparse\_row\_graph<\text{directedS}> graph; // non-distributed CSR graph
dijkstra\_shortest\_paths(graph, source, weight\_map(edge\_weights));
// sequential Dijkstra’s
```

On the other hand, if `graph` were a distributed graph, `dijkstra\_shortest\_paths()`
would instead apply Crauser et al.’s algorithm for distributed-memory parallel
shortest paths. The graph in this case is an instance of `adjacency\_list` that uses
a distributedS selector, indicating that the vertices should be distributed across the
processors. The distributedS selector is parameterized by the process group type,
which indicates how parallel communication will be performed. In this case, we
have used the bsp\_process\_group implemented over MPI. The fact that the graph
is distributed is encoded within the type of the graph itself, allowing the Parallel
BGL to perform a compile-time dispatch to select a distributed algorithm. The
call to `dijkstra\_shortest\_paths()`, and the majority of the code leading up to the call,
remains unchanged when one moves from the non-distributed graph types of the
(sequential) BGL to the distributed graph types of the Parallel BGL.

```
adjacency\_list<\text{vecS, distributedS<\text{vecS, mpi::bsp\_process\_group>>, directedS}> graph;
// distributed adjacency list
dijkstra\_shortest\_paths(graph, source, weight\_map(edge\_weights));
// Crauser et al.’s for distributed memory
```
To use the eager Dijkstra algorithm in lieu of Crauser et al.’s algorithm for a distributed graph, the user need only supply a lookahead value $\lambda$. Note that in the following example, the period separating the weight_map parameter from the lookahead parameter is not an error; rather, it is a form of named parameters used within both Boost Graph Libraries. Here, we illustrate the application of the eager Dijkstra algorithm to a distributed graph stored in compressed sparse row format:

```cpp
compressed_sparse_row_graph<
directedS, void, void, no_property,
  distributedS<mpi::bsp_process_group> > graph; // distributed CSR graph
dijkstra_shortest_paths(graph, source, weight_map(edge_weights).lookahead(15));
  // Eager Dijkstra’s
```

The third implementation of Dijkstra’s algorithm in the (Parallel) BGL is provided by the function template `delta_stepping_shortest_paths()`, this algorithm has no analog in the sequential BGL but work on unifying the implementations of the single-source shortest path algorithms is underway. In the same fashion as `dijkstra_shortest_paths()`, the $\Delta$-stepping algorithm is polymorphic based on graph type, and can be invoked for any suitable `graph` from source vertex `source` and with the specified edge weights:

```cpp
delta_stepping_shortest_paths(graph, source, weight_map(edge_weights));
```

An optional lookahead value $\Delta$ can also be supplied in a similar fashion to the eager Dijkstra algorithm:

```cpp
delta_stepping_shortest_paths(graph, source, weight_map(edge_weights).lookahead(10));
```

4. Evaluation

For this paper we evaluated the performance and scalability of our single-source shortest paths implementations using various synthetic and real-world graphs; the sequential performance of the BGL has been demonstrated previously [43, 44]. All performance evaluations were performed on the Indiana University Computer Science Department’s “Odin” research cluster. Odin consists of 128 compute nodes connected via Infiniband. Each node contains 4GB of dual-channel PC3200 (400 MHz) DDR-DRAM with two 2.0GHz AMD Opteron 270 processors (1MB Cache) running Red Hat Enterprise Linux WS Release 4. Each node contains a Mellanox InfiniHost HCA on a 133MHz PCI-X bus running OFED 1.1, connected to a 144 port Voltaire SDR switch. For our tests we left one processor idle on each node. The Parallel BGL tests were compiled using a pre-release version of Boost 1.34.0 [11] (containing the sequential BGL) and the latest development version of the Parallel BGL [30]. All programs were compiled with version 9.0 of the Intel C++ compiler with optimization flags `-O3 -tp7 -ipo -fno-alias`. All MPI tests use version 1.2b3 of Open MPI [24] with the openib module.

We performed our experiments with real-world and synthetic data from the 9th DIMACS Implementation Challenge [1]. We used several different kinds of synthetic graphs generated using GTgraph [9], each of which exhibits different graph properties. Additionally, we use real-world graph data for the network of roads in the United States. The graphs we have used in this evaluation are:

**Random:** Graphs as produced with the GTgraph random generator, using random (n,m) graphs. These graphs tend to have very little structure.
Table 3. Performance of the sequential BGL and reference implementations on the USA road network (average over 50 source vertices).

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Parallel BGL Δ-stepping (1 processor)</th>
<th>BGL</th>
<th>SQ Ref. Solver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26.9801</td>
<td>9.26762</td>
<td>9.33730</td>
</tr>
</tbody>
</table>

**RMAT:** Graphs as produced by the GTgraph implementation of the RMAT [13] power-law graph algorithm.

**SSCA:** Graphs as generated by the GTgraph implementation of the HPCS SSCA # 2 benchmark [8]. This algorithm begins by producing cliques of size uniformly distributed between 1 and $n$ (we set $n$ to 8 for weak scaling tests and 5 for comparison against the USA Roads data) and then adds inter-clique edges with probability $p$ (we set $p$ to 0.5 for weak scaling tests and 0.25 for comparison against the USA Roads data). These graphs also tend to have a large number of multiple edges.

**USA Roads:** Complete U.S. Road network from the UA 2000 Census TIGER/Line data [58]. The graph is very sparse; it has $\sim 24$ million vertices and $\sim 58$ million edges.

**European Roads:** Road networks of 17 European countries from the PTV Europe data [52]. The graph is very sparse; it has $\sim 19$ million vertices and $\sim 23$ million edges.

**Erdős-Rényi:** Random graphs generated using the Parallel BGL random graph generator.

The Parallel BGL offers a variety of graph distribution options. All graphs use the default block distribution except where otherwise noted. The block distribution assigns $P/|V|$ vertices to each of $P$ processors where each block of $P/|V|$ vertices is contiguous with regard to vertex order.

**4.1. Sequential Performance.** Although the focus of this paper is the Parallel BGL and its single-source shortest paths algorithms, a brief discussion of the performance of the sequential BGL is in order to provide a baseline. Dijkstra’s single-source shortest path algorithm is implemented using the sequential BGL’s breadth-first search and a multi-level bucket queue [27] implementing Goldberg’s caliber heuristic [28].

Table 3 demonstrates that the performance of the sequential BGL is comparable to the reference solver [1]. Also shown is the performance of the Δ-stepping parallel algorithm on a single processor. On a single processor the parallel implementation is noticeably slower due to the additional overhead imposed by the distributed data structures and communication code needed to support parallel computation. All single processor numbers beyond this table are the results of running the parallel algorithm with the required parallel data structures on a single processor.

**4.2. Strong Scaling.** To understand how well the parallel implementations of Dijkstra’s algorithm in the Parallel BGL scale as more computational resources are provided, we evaluated the performance of each algorithm on fixed-size graphs. We generated synthetic graphs that are comparable in size to the USA road network, with $\sim 24M$ vertices and $\sim 58M$ edges. Both the random and RMAT graphs were created by specifying the number of vertices and edges parameters, with all
other parameters set to defaults. The SSCA graph was generated by specifying the number of vertices, setting the maximum clique size to five, setting the probability of inter-clique edges to 0.25 and setting the maximum edge weight to 100. Note that with the SSCA graph, we were unable to generate graphs as sparse as the USA road network; to do so would require an unrealistically small maximum clique size. Thus, the SSCA graph contains about $148M$ edges. For the Eager Dijkstra algorithm, we have selected a lookahead value $\lambda = 8$ based on experimental evidence gathered for random graphs (Figure 8).

Figure 5 illustrates the strong scalability of the three single-source shortest path implementations. The random data appear to scale linearly with all algorithms. This is the result of a relatively uniform distribution of work due to the uniform nature of the random graph. The RMAT data also scale very linearly, though they exhibit less speedup than the random data. We speculate this is likely due to a less balanced work distribution caused by large variances in the degree of the vertices. The USA road data begin to scale inversely at 8 processors using the eager Dijkstra algorithm for reasons that are examined in section 4.3. The poor scalability of the USA road data using the Crauser et al. algorithm is most likely due to the conservative nature of the algorithm preventing it from removing a sufficient number of vertices in each superstep. When insufficient numbers of vertices are removed, the result is more communication rounds which increase runtime. Removing insufficient numbers of vertices in a superstep can also lead to load imbalances, further decreasing performance. The USA road data scale up to approximately 16 processors with the $\Delta$-stepping algorithm but beyond that there is insufficient work available due to the small size of the graph to scale further. The SSCA data scale linearly with the eager Dijkstra algorithm, though the speedup is not as significant as on the other synthetic data. With the Crauser et al. algorithm and the $\Delta$-stepping algorithm the SSCA data begins to scale inversely around 32 processors as the more complex communication and data-structure overhead of these algorithms begins to dominate the increasingly smaller amount of work available on each processor. The SSCA data contain more edges than the other synthetic graph types, but a significant portion of these edges are duplicates in the sense that they have the same source and target. The shortest path algorithms still have to consider the duplicate edges; moreover, the larger number of edges overall leads to a larger memory footprint. Without duplicate edges, the SSCA graph is only slightly denser than the random and RMAT graphs, yet it exhibits the same scaling behavior. This illustrates that the poor scaling of the SSCA graphs is indeed a product of their structure, not their density.

In order to determine if the performance observed was typical of structured data sets such as road networks, both variants of parallel Dijkstra’s algorithm were also run on the European road network data. Figure 7 shows similar scalability results to the USA road network data. This supports our theory that the structure of the road network data limits available parallelism.

It should be noted that all of these graphs are relatively small compared to the size of problems the Parallel BGL is capable of solving. The Parallel BGL does introduce some communication overhead in order to manage the distributed data structures, therefore for small problem sizes the sequential BGL may be a more appropriate choice. However for problem sizes too large to fit in core on a single machine, the Parallel BGL is a fast, efficient, and scalable alternative. For problems
Figure 5. Strong scalability for the three single-source shortest paths algorithms, using fixed-size graphs with \( \sim 24M \) vertices and \( \sim 58M \) edges.
Figure 6. Parallel speedup for the three single-source shortest paths algorithms, using fixed-size graphs with $\sim 24M$ vertices and $\sim 58M$ edges.
that do fit in core on a single machine the Parallel BGL may still be able to provide a faster solution using small numbers of processors.

4.3. Eager Dijkstra Lookahead Factor. To determine an appropriate lookahead value to use in our scalability tests we evaluated a range of options on a random graph generated using the GTgraph [9] generator. This graph is comparable in size to the USA road network. We chose a random graph in order to reduce any bias the particular structures of the other graphs may have had on the lookahead value. Previous tests using the Parallel BGL [32] have indicated that optimal lookahead values for random graphs tend to be around 10% of the maximum edge weight in the graph so we examined values around 10%.

Figure 8 shows a minimum at a lookahead value of 8, thus this value was chosen for our scalability results. Examining the strong scalability results in Figure 5 obtained using this lookahead value indicates that the USA road network data scale very poorly. We speculated that this was likely the result of a poor choice of lookahead value for this particular graph, so we tried a variety of alternate lookahead values. Figure 8 shows that the optimal lookahead value for the USA road network was 400, much larger than our original approximation of 8.

Figure 9 illustrates the performance difference that the choice of a lookahead value can have on the eager Dijkstra’s algorithm. Optimal lookahead values vary not only with graph size and structure, but also with graph shape, density, and edge weight distribution. We theorize that the poor scaling behavior of the USA road network was due to sparse regions containing many edges with large weights.
Traversing high-weight edges in these sparse regions may require several algorithm iterations if the lookahead value is small. Each iteration is relatively expensive due to the all-to-all communication that needs to occur between each BSP superstep and thus increasing the number of iterations causes severe performance degradation. Conversely if the lookahead value is large enough to cause these edges to be explored in a single iteration, then many iterations may be saved and runtime significantly reduced.

Figure 9 shows that using an appropriate lookahead value yields much better scalability on the USA road network. The parallel speedup begins to taper off around 16 processors because the data set is too small to provide adequate local work to overcome the communication overhead. Given a larger data set the shortest paths algorithms in the Parallel BGL should scale well up to hundreds of processors.

4.4. Graph Partitioning. To evaluate the effects of data distribution on algorithm performance, we applied a data partition to the USA road network. We computed this partition using the k-way METIS [39] partitioning program, but memory pressure prevented us from using edge weights or vertex coordinates in our partitioning. We ran both the Crauser et al. algorithm and Eager Dijkstra algorithm on the partitioned graphs and compared the results to the unpartitioned version. Figure 10 provides the comparison between the partitioned and unpartitioned USA road network. Partitioning did not prove useful, and in some cases was detrimental to performance. The most likely cause of this is that the TIGER/Line data

![Graph Partitioning](image-url)
already exhibit good locality properties in their file representation while METIS was hampered by the inability to consider edge weights or vertex coordinates due to memory pressure making it unlikely to improve on the existing partitioning and in some cases choose poorer partitionings.

4.5. Graph Data Structures. The Parallel BGL offers several graph data structures including an adjacency list and compressed sparse row (CSR) graph. Changing the data structures used by an algorithm can mean the difference between fitting the algorithm’s working set in core and paging. Additionally, more compact data structures often gain a performance advantage from cache reuse. Because more data elements can be kept in cache the likelihood of finding a data element there is higher. Compact data structures such as CSR also have drawbacks, in this case \( O(|E|) \) cost for edge insertion, which may require the use of more verbose data structures in some cases.

Figure 11 shows that the CSR graph representation out-performs the adjacency list representation; this can be attributed to its more compact size and efficient access methods. The data for the Adjacency List graph type are missing for fewer processors because of the higher memory footprint of that graph type. This figure also shows that there is a constant performance overhead for the less-compact Adjacency List which may be explained by cache effects and indirection. These results demonstrate the importance of choosing appropriate data structures when implementing an algorithm. Fortunately, the concepts in the Parallel BGL simplify

\[ \text{(a) Wall clock time} \]

\[ \text{(b) Parallel speedup} \]

**Figure 9.** Results of running the eager Dijkstra’s algorithm with two different lookahead values on the USA road network
making these choices by explicitly specifying the requirements that data structures must model.

4.6. Weak Scaling. To understand how the parallel implementations of Dijkstra's algorithm scale as the problem size scales, we evaluated the performance of each algorithm on graphs where \( |V| \propto |E| \propto p \) (where \( p \) is the number of processors). We generated random and RMAT graphs with \( \sim 1M \) vertices and \( \sim 10M \) edges per processor and SSCA graphs with \( \sim 1M \) vertices per processor and as close to \( \sim 10M \) edges per processor as possible. Figure 12 illustrates the run times on the GTgraph graphs. We also wanted to generate weak scaling results for the largest possible graph we could fit in core. Reading graphs from disk and generating them using the sequential generator was very expensive so we used the Parallel BGL Erdős-Rényi generator to generate graphs similar to the GTgraph random graphs in core. These graphs had \( \sim 2.5M \) vertices and \( \sim 12.5M \) edges per processor which results in a maximum graph size of \( \sim 240M \) vertices and \( \sim 1.2B \) edges on 96 processors. Figure 13 shows the run times for the weak scaling tests on these graphs produced with the Parallel BGL Erdős-Rényi generator. All weak scaling results use a lookahead value \( \lambda = 8 \).

These experiments show that the runtime increases even though the amount of data per processor remains constant. This is because the amount of work performed by the Crauser et al. algorithm is \( O(|V| \log |V| + |E|) \) [16]. As we vary \( |V| \) linearly with the number of processors the amount of work increases faster than the number of processors. This yields more work per processor which gives rise to the sub-linear
scaling exhibited in Figure 12. In fact, the amount of work per processor is equal to $\frac{|V|}{p} \times \log \frac{|V|}{p}$ where $p$ is the number of processors. In our weak scaling experiment $|V| \propto p$ so the work per processor is proportional to $\log(|V|)$. The eager Dijkstra’s algorithm has a similar $\log(|V|)$ factor in the amount of work performed due to the priority queue operations and thus it is reasonable to presume that it will scale sub-linearly as well. Some curve-fitting to the weak scaling data showed that a logarithmic curve does fit the data better than any other function (radical, linear, etc.). This suggests that our weak scaling performance closely approximates the shape of the theoretical maximum though the constant factors may differ.

4.7. Very Large Graphs. We also used Parallel BGL Erdős-Rényi generator to generate larger graphs than those provided in the challenge data sets which demonstrate the capability of the Parallel BGL to solve very large graph problems. Figure 14 shows run times for strong scaling tests on graphs with between $2^{28}$ and $2^{30}$ vertices and average degree $\sim 4$. The largest of these graphs had $2^{30}$ vertices and $2^{32}$ edges.

5. Related Work

The CGMgraph library [14] implements several graph algorithms, including Euler tour, connected components, spanning tree, and bipartite graph detection. It uses its own communication layer built on top of MPI and based on the Course Grained Multicomputer (CGM) [18] model, a variant of the BSP model. From
Figure 12. Weak scalability for the three parallel single-source shortest path algorithms, using graphs with an average of $\sim 1M$ vertices and $\sim 10M$ edges per processor.
Figure 13. Weak scalability for two variants of parallel Dijkstra’s algorithm, using BGL-generated graphs with an average of \( \sim 2.5M \) vertices and \( \sim 12.5M \) edges per processor.

an architectural standpoint, CGMgraph and the Parallel BGL adopt different programming paradigms: the former adheres to Object-Oriented principles whereas the latter follows the principles of generic programming. We have previously shown that the Parallel BGL’s implementation of connected components is at least an order of magnitude faster than CGMgraph’s implementation \([31]\), which we believe is due to generic programming’s dual focus on genericity and efficiency. However, CGMgraph does not provide any implementations of parallel shortest paths.

The ParGraph library \([34]\) shares many goals with the Parallel BGL. Both libraries are based on the sequential BGL and aim to provide flexible, efficient parallel graph algorithms. The libraries differ in their approach to parallelism: the Parallel BGL stresses source-code compatibility with the sequential BGL, eliminating most explicit communication. ParGraph, on the other hand, represents communication explicitly, which may permit additional optimizations. ParGraph does not provide any implementations of parallel shortest paths.

The Standard Template Adaptive Parallel Library (STAPL) \([4]\) is a generic parallel library providing data structures and algorithms whose interfaces closely match those of the C++ Standard Template Library. STAPL and Parallel BGL both share the explicit goal of parallelizing an existing generic library, but their approach to parallelization is quite different. STAPL is an adaptive library, that will determine at run time how best to distribute a data structure or parallelize an algorithm, whereas the Parallel BGL encodes distribution information (i.e., the process group) into the data structure types and makes parallelization decisions at
compile time. Run time decisions potentially offer a more convenient interface, but compile time decisions permit the library to optimize itself to particular features of the task or communication model (an active library [59]), effectively eliminating the cost of any abstractions we have introduced. STAPL includes a distributed graph container with several algorithms, but it is unclear whether any parallel shortest paths algorithms have been implemented.

Performance results for the ∆-stepping algorithm on large graphs using the Cray MTA-2 have been presented [45]. The MTA-2 is a large, shared-memory machine with a massively multithreading architecture. The MTA-2 processors have hardware support for a large number of threads, and can efficiently switch from one hardware thread to another when an outstanding memory request is serviced. Thus, the MTA-2 is able to tolerate latency better than most architectures, particularly the commodity clusters for with the Parallel BGL was designed. Unfortunately, the largest MTA-2 ever built contains only 40 processors, limiting the practicality of graph algorithm implementations on this machine.

6. Conclusion

The Parallel Boost Graph Library provides flexible distributed graph data structures and generic algorithms. Using the facilities of the Parallel BGL, we implemented three parallel, distributed-memory variants of Dijkstra’s algorithm for
single-source shortest paths. By building on the pre-existing distributed-memory breadth-first search, the sequential implementation of Dijkstra’s algorithm in the (sequential) BGL, and reusing the Parallel BGL’s data structures, we were able to implement parallel Dijkstra’s algorithm with a relatively small amount of effort and evaluate performance with several different graph types. The results showed that our solutions are computationally efficient and scalable.

Naturally, the scalability of a graph algorithm depends on the structure of the graph on which it operates. Our generic, flexible library scales well on unstructured graphs both in terms of parallel speedup as well as problem size. Problem size scaling is limited by the superlinear complexity of the Crauser and Eager Dijkstra algorithms. Graphs with grid-like structures do not scale as well as unstructured graphs.

We expect to extend the work in this paper in a number of ways. In the short term, we intend to continue to refine the implementations we already have in order to capture the state of the art in distributed-memory parallel algorithms. In the longer term, we will extend the Parallel BGL to shared-memory parallel processing and take advantage of hybrid models for clusters of SMPs. To facilitate rapid prototyping and development of new sequential and parallel graph algorithms, we are also refining our Python interfaces to sequential and Parallel BGL. Ultimately, our goal is to continue to develop the (Parallel) BGL as a robust platform for parallel graph algorithm and data structure research.
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